
https://doi.org/10.1177/1088868318795730

Personality and Social Psychology Review
2019, Vol. 23(3) 267 –284
© 2018 by the Society for Personality
and Social Psychology, Inc.
Article reuse guidelines: 
sagepub.com/journals-permissions
DOI: 10.1177/1088868318795730
pspr.sagepub.com

Article

It is almost axiomatic to claim that attitudes exert an impor-
tant impact on behavior (Ajzen & Fishbein, 2005). 
Interestingly, however, there is also a substantial amount of 
research showing that behavior can have an impact on atti-
tudes (Olson & Stone, 2005). For example, nodding one’s 
head while listening to a message can improve liking of that 
message (Wells & Petty, 1980), selecting one object from 
two equally attractive alternatives can lead to more favorable 
evaluations of the object (Gawronski, Bodenhausen, & 
Becker, 2007), and making approach movements when view-
ing Chinese ideographs can result in more positive ratings of 
those stimuli (Cacioppo, Priester, & Berntson, 1993). In this 
article, we focus on situations where the performance of a 
specific action in relation to a stimulus influences the subse-
quent evaluation of that stimulus (i.e., evaluative stimulus-
action effects).

There has recently been a surge in interest in evaluative 
stimulus-action effects, triggered in part by the seminal work 
of Kawakami, Phills, Steele, and Dovidio (2007) who found 
that repeated performance of approach or avoidance move-
ments in response to images of Black and White individuals 
altered evaluations of in- and out-groups. This approach-
avoidance (AA) training procedure has now been adopted in 
many studies with the typical outcome that repeated approach 
leads to more positive stimulus evaluations whereas repeated 
avoidance leads to more negative stimulus evaluations (Van 
Dessel, De Houwer, & Gast, 2016). The fact that AA training 
effects have been found with difficult to change behaviors 

(e.g., implicit prejudice: Kawakami et al., 2007; addictive 
behaviors: Wiers, Eberl, Rinck, Becker, & Lindenmeyer, 
2011) and that effects seem to occur under some of the condi-
tions of automaticity (e.g., unintentionally: Van Dessel, De 
Houwer, Gast, Smith, & De Schryver, 2016; unconsciously: 
Kawakami et al., 2007; but see Van Dessel, De Houwer, 
Roets, & Gast, 2016) are important reasons for the increasing 
popularity of AA training studies. AA training effects have 
now been observed across many different domains in psy-
chology, including social psychology (e.g., racial evalua-
tions: Phills, Kawakami, Tabi, Nadolny, & Inzlicht, 2011), 
clinical psychology (e.g., alcohol: Wiers et al., 2011; ciga-
rettes: Wittekind, Feist, Schneider, Moritz, & Fritzsche, 
2015; social anxiety: Taylor & Amir, 2012; depression: 
Becker et al., 2016), and educational psychology (e.g., math-
ematics: Kawakami, Steele, Cifa, Phills, & Dovidio, 2008).

Although a growing number of studies have shown that 
evaluative stimulus-action effects such as AA training effects 
are both robust and widely applicable, others have some-
times failed to obtain such findings (e.g., Becker, Jostmann, 
Wiers, & Holland, 2015; Krypotos, Arnaudova, Effting, 
Kindt, & Beckers, 2015; Vandenbosch & De Houwer, 2011; 
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Van Dessel, De Houwer, Roets, & Gast, 2016). These contra-
dictory findings suggest that (a) there are important bound-
ary conditions for these effects, (b) many of these conditions 
have yet to be discovered, and (c) establishing such condi-
tions has so far proven difficult. One possible reason for 
these limitations is that the dominant theoretical accounts 
offered to explain this phenomenon are inaccurate. These 
accounts assume that a change in mental associations due to 
(repeated) pairings of stimuli and actions leads to changes in 
liking (association formation accounts: e.g., Kawakami 
et al., 2007). As we describe below, these dominant accounts 
provide an intuitive explanation of many evaluative stimu-
lus-action effects, yet they also have important limitations. 
We therefore propose that the time is ripe for considering 
alternative explanations to association formation accounts 
that might provide a better understanding of evaluative stim-
ulus-action effects (see Boddez, De Houwer, & Beckers, 
2017; Hughes, Barnes-Holmes, & De Houwer, 2011, for 
similar arguments in the context of learning research in gen-
eral). With this in mind, we offer a new perspective on evalu-
ative stimulus-action effects that diverges from traditional 
accounts and builds on the idea that inferential (rather than 
associative) processes underlie changes in liking due to stim-
ulus-action relations. Our model of evaluative stimulus-
action effects is in accordance with the idea that people often 
infer stimulus evaluations from their actions (as specified in 
self-perception theory: Bem, 1972) and with the increasingly 
more popular view that, in contrast to what is often assumed, 
human cognition does not necessarily depend on two differ-
ent types of mental processes such as automatic, associative 
and controlled, propositional processes (see Melnikoff & 
Bargh, 2018). Furthermore, our model is consistent with 
recent evidence indicating that propositional processes play 
an important role in several psychological phenomena that 
have long been considered as associative in nature (e.g., 
automatic evaluation: see De Houwer, 2014a; Mann & 
Ferguson, 2015; or intuitive judgments: see Kruglanski & 
Gigerenzer, 2011).

In the remainder of this article, we first discuss the 
strengths and limitations of association formation accounts 
of evaluative stimulus-action effects. We then describe the 
core concepts that make up our inferential account and out-
line the general processes that operate on these concepts to 
produce evaluative stimulus-action effects. Thereafter, we 
delineate the inference steps involved in these effects and 
potential moderators according to our model. In the General 
Discussion, we highlight the added explanatory, predictive, 
and influence value of our model. We close with a discussion 
of the potential limitations and future directions offered by 
our account.

Association Formation Accounts

According to dominant accounts of evaluative stimulus-
action effects, the pairing of stimuli and actions leads to a 

co-activation of their corresponding mental representations 
which automatically creates an association between the two 
representations (Kawakami et al., 2007). This association is 
typically conceived of as an unqualified link that transmits 
activation from one representation to another (Shanks, 2007). 
Once a strong enough association has been established, pre-
sentation of the stimulus will result in activation of the stim-
ulus representation, which will then increase activation of 
the action representation. If the action representation con-
tains evaluative components, this can lead to an evaluative 
response to the stimulus that is in-line with the valence of the 
action. This explanation is similar to associative explana-
tions of evaluative conditioning (EC) effects (i.e., evaluative 
changes resulting from the pairing of a stimulus with other, 
valenced, stimuli; Baeyens, Eelen, Crombez, & Van den 
Bergh, 1992). Pairing a stimulus with a valenced event (i.e., 
performance of a valenced action or presentation of a 
valenced stimulus) creates a link between valenced represen-
tations and stimulus representations which can—in turn—
lead to automatic changes in stimulus evaluation. Several 
associative accounts have been proposed to explain evalua-
tive stimulus-action effects, and these differ mainly in the 
specific action representations that are assumed to become 
associated with stimulus representations. The three most 
popular and well-described accounts assume that associa-
tions are formed between representations of the evaluative 
stimuli and (a) representations of evaluative action attributes 
such as the valenced words used to describe the actions 
(common-coding account of evaluative stimulus-action 
effects: Eder & Klauer, 2009), (b) positive representations of 
the self (self-anchoring account of AA training effects: Phills 
et al., 2011), or (c) motivational systems of approach and 
avoidance (motivational-systems accounts of AA training 
effects: Wiers et al., 2011).

In accordance with EC research (see Hofmann, De 
Houwer, Perugini, Baeyens, & Crombez, 2010, for an over-
view), the fact that evaluative stimulus-action effects can 
occur under conditions of automaticity (e.g., in the absence 
of stimulus awareness: Kawakami et al., 2007, or without an 
intention to let action performance influence stimulus evalu-
ations: Van Dessel, De Houwer, Gast et al., 2016) has been 
considered as strong support for the idea that automatic asso-
ciation formation mechanisms underlie these effects. 
Specifically, these results are in-line with the view that eval-
uative stimulus-action effects are mediated by processing in 
automatic systems that operate on the basis of association 
formation (Strack & Deutsch, 2004). Further support for this 
idea has come from studies showing that stimulus-action 
pairings can alter difficult to change or spontaneous behav-
iors that are assumed to be tied into these systems (e.g., 
implicit prejudice: Kawakami et al., 2007; addictive behav-
ior: Wiers et al., 2011). One study also showed that evalua-
tive stimulus-action effects can be enhanced when there are 
a higher number of stimulus-action pairings, consistent with 
the prediction made by associative accounts that the number 
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of pairings determines the strength of stimulus-action asso-
ciations and, as a result, the evaluative effect (Woud, Becker, 
& Rinck, 2011).

Importantly, however, the findings described in the previ-
ous paragraph, such as the observation that evaluative stimu-
lus-action effects can occur under conditions of automaticity, 
are no guarantee that association formation processes medi-
ate these changes in liking (see Mitchell, De Houwer, & 
Lovibond, 2009). In fact, evidence suggests that current 
associative accounts of evaluative stimulus-action effects 
have difficulty explaining many of the observed evaluative 
stimulus-action effects. First, most associative accounts 
imply that there are few (if any) boundary conditions for 
evaluative stimulus-action effects. Repeated performance of 
valenced actions such as approach and avoidance in response 
to stimuli should automatically lead to association formation 
(e.g., formation of associations between stimulus representa-
tions and representations of valenced words: Eder & Klauer, 
2009; representations of the self: Phills et al., 2011; or moti-
vational systems: Wiers et al., 2011) and resulting changes in 
evaluation. Hence, these models have difficulty explaining 
why some, but not other, studies produce AA training effects 
(see Mertens, Van Dessel, & De Houwer, 2018, for a discus-
sion). Note that some associative accounts that were devel-
oped outside of the literature on AA training effects have 
specified assumptions about possible boundary conditions of 
association formation (e.g., attention for the pairings: 
Wagner, 1981). This could potentially explain specific null 
effects in previous studies on evaluative stimulus-action 
effects. Nevertheless, current accounts of AA training effects 
provide little information about the assumed boundary con-
ditions of association formation.

Second, recent studies have shown that evaluative stimu-
lus-action effects are moderated by specific variables that are 
not easily explained by associative accounts. For example, 
awareness of stimulus-action contingencies has been found 
to be an important moderator of AA training effects (see Van 
Dessel, De Houwer, & Gast, 2016). This does not fit well 
with current associative accounts, which assume that pair-
ings lead to automatic associative changes (e.g., in the 
absence of contingency awareness: Kawakami et al., 2007).

Third, other studies have shown that instructions about 
future actions can also create changes in stimulus evalua-
tions and that these effects share important similarities with 
experience-based effects (e.g., unintentionality: Van Dessel, 
De Houwer, Gast et al., 2016). Similarly, mere observation 
of AA actions can also lead to evaluative stimulus-action 
effects (Van Dessel, Eder, & Hughes, 2018). Because instruc-
tions and observations do not involve pairings of stimuli and 
valenced actions, it is unclear how these effects might occur 
on the basis of associative processes (see Lovibond, 2003, 
for a detailed discussion of the limitations of associative 
learning models in accounting for learning via instructions). 
It is also unclear how associative accounts can explain evalu-
ative stimulus-action effects that only involve single pairings 

of stimuli with valenced actions (e.g., Centerbar, Schnall, 
Clore, & Garvin, 2008) or pairings of stimuli with actions of 
neutral valence (Bem, 1972).

In sum, although it is difficult if not impossible to refute 
association formation models of evaluative stimulus-action 
effects as a class of models, there are several findings that do 
not readily fit with the association formation models cur-
rently available in the literature. With this in mind, the cur-
rent article explores the merits of another type of model of 
evaluative stimulus-action effects that differs in important 
ways from the associative accounts outlined above.

The Inferential Account

Basic Building Blocks

Propositions. The core conceptual unit of our inferential 
account is the propositional representation. A propositional 
representation is a mental representation that constitutes a 
statement about the world (De Houwer, 2014a). Proposi-
tional representations contain relational information (i.e., 
information about how concepts are related; see Lagnado, 
Waldmann, Hagmayer, & Sloman, 2007) which distin-
guishes them from typical (unqualified) associative repre-
sentations. Note that propositions could—in principle—be 
implemented in associative networks, provided that those 
networks are capable of encoding relational information (De 
Houwer, 2014a). Moreover, and unlike what is often 
assumed, propositions are not necessarily verbal, but can 
involve embodied or grounded representations (De Houwer, 
2014b). Hence, nonhuman and nonverbal (e.g., infants) 
organisms can also store propositional information.

We argue that relational information is at the core of the 
inferences that mediate evaluative stimulus-action effects. 
For example, there is an important difference between the 
acquisition of propositional information that “I am approach-
ing stimulus A” compared with “Stimulus A approaches 
me.” “I,” “approach,” and “stimulus A” are present in both 
cases but the relation between the three concepts—that is, 
the specified role of each of the concepts—is fundamentally 
different. A recent study indicated that this difference in rela-
tional information can moderate evaluative learning: instruc-
tions stating that participants would perform an AA action in 
relation to a stimulus produced bigger changes in evaluations 
than instructions stating that the stimulus would perform an 
AA action in relation to participants (see Van Dessel, De 
Houwer, & Smith, 2018). Such (difference in) relational 
information is difficult to capture by models that operate on 
the basis of associative representations (Gentner, 2016; 
Hummel, 2010).

Inferences. We define an inference as a specific sub-type of 
propositional representation: it is a proposition (thus, it is 
relational rather than associative in nature) but one that is 
constructed on the basis of other propositional information. 
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The construction process that leads to the inference can be 
seen as an information generation procedure that involves 
the application of information generation (i.e., inference) 
rules to information that is currently entertained. Note that 
we use the term “inference” to describe the outcome of the 
computation process rather than the computation process 
itself. We refer to the computation process as “making an 
inference” or “inferential reasoning.” Our definition of an 
inference is broad in the sense that inferential reasoning can 
occur on the basis of a multitude of different inference rules. 
These rules can encode general statements about the world 
(e.g., if-then rules), but they can also constitute mere similar-
ity metrics (e.g., analogical mapping rules: Gentner & Smith, 
2013; Hahn & Chater, 1998). As we explain below, however, 
we make specific predictions about the processes underlying 
inferential reasoning and the inference rules that people use 
under specific circumstances, constraining our account.

Our definition of an inference implies that not all proposi-
tions are necessarily inferences (but all inferences are propo-
sitions). However, in the current model, we draw on the 
assumption of predictive processing theories that the activa-
tion of propositional information constitutes an inferential 
process that involves the prediction of information (i.e., con-
struction of information that is compatible with activated 
information, see the following section). From this perspec-
tive, any activated propositional information can be con-
strued as an inference. We will therefore always use the term 
inference (rather than proposition) in the continuation of this 
article. Note that in our model, all inferences can also be seen 
as “predictions” in the sense that they constitute information 
that is predicted (i.e., constructed on the basis of probabilis-
tic information).

Evaluations. The outcome of the processing steps described 
in our account is a change in stimulus evaluation. In accor-
dance with De Houwer, Gawronski, and Barnes-Holmes 
(2013), we use the term “evaluation” to refer to a behavioral 
phenomenon, that is, the impact of stimuli on evaluative 
responses. Note that this definition of evaluation avoids con-
flation of the to-be-explained behavior (i.e., the evaluative 
response) with the mental construct that is used to explain 
the behavior (i.e., the attitudinal representation). Stimulus 
evaluations can occur under the various conditions of auto-
maticity (e.g., uncontrolled, unconscious, efficient, or fast; 
see Moors, 2016; i.e., implicit evaluation) or arise in a more 
deliberate and controlled manner (i.e., explicit evaluation). 
Our inferential model describes how the performance of 
actions in response to a stimulus can produce changes in both 
types of evaluations.

The Inferential Process

To clarify the basic mental processes underlying evaluative 
stimulus-action effects, we will first describe the nature of 
inferential reasoning in general. In doing so, we draw on the 

notion that predictive processing can provide the basis for 
inferential reasoning.1 On the basis of this idea, we make 
three key assumptions that help explain evaluative stimulus-
action effects, namely that inferential reasoning (a) strongly 
depends on momentary goals, (b) is highly contextual, and 
(c) is learning-dependent.

Predictive processing. Our approach is based on an idea that is 
at the core of many recent theories in various areas of psy-
chological science (e.g., psychophysiology: George & 
Hawkins, 2009; perceptual psychology: Proulx, 2014; psy-
chopathology: Fletcher & Frith, 2009; see Metzinger & 
Wiese, 2017, for an overview), namely the idea that predic-
tive processing is the basis of cognitive processing. In this 
view, the mental system is seen as a “prediction machine” 
that is constantly anticipating events in the world around it to 
be able to respond to them quickly and accurately (Helm-
holtz, 1962). Bayesian approaches to cognitive processing 
assume that this comprises the continuous updating of a per-
son’s generative model of the world through a process that 
involves computing probabilities—on the basis of Bayes’ 
(1958) theorem—with the aim of integrating and updating 
prior evidence for stored information (see Penny, 2012). This 
predictive inference mechanism is considered of great evolu-
tionary importance because it helps optimize the use of 
energy expenditure (by reducing prediction error) and avoid 
entropy (i.e., disorder) while allowing organisms to respond 
to the environment in an optimal fashion (Friston, 2010). 
Importantly, this mechanism might also fit the architecture of 
the brain and its various substrates (see Bastos et al., 2012; 
George & Hawkins, 2009).

From this perspective, inferential reasoning essentially 
involves the construction of information that is compatible 
with activated information on the basis of a person’s mental 
model of the world. This generative model can be seen as an 
information network that represents information in a hierar-
chical manner such that information at higher levels can be 
used to predict compatible information at lower levels 
(Friston, 2008). The information is essentially propositional 
as it has a specific truth value (i.e., a probabilistic index for 
retrieval). Inferential reasoning thus involves drawing proba-
bilistic samples from a pool of propositional information by 
applying inference rules to currently entertained information 
(Sanborn & Chater, 2016). For example, when information is 
entertained that one has performed an approach action in 
response to a certain stimulus, rules of analogical mapping 
may be applied to this information to compute compatible 
information (e.g., information about stimulus valence) with a 
certain precision.

It is important to note that predictive processing accounts 
assume that inferential reasoning is not necessarily slow and 
effortful, which deviates from certain other inferential rea-
soning theories. Rather, inferential reasoning (i.e., probabi-
listic construction of compatible information on the basis of 
activated information) can occur in a manner that is to a 
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greater or lesser extent automatic. Specifically, when certain 
information is entertained, this will facilitate fast and easy 
activation of compatible information when the inference rule 
that supports this inference is well-practiced or more effort-
ful activation of compatible information when application of 
the required inference rule is more difficult. Note that this 
account proposes the same general mechanism for automatic 
and controlled mental processes (i.e., the prediction of com-
patible information on the basis of prior evidence via the 
application of inference rules that are more or less difficult to 
apply). This is consistent with recent recommendations to 
explore alternatives to dual-process theories of human cogni-
tion (e.g., Melnikoff & Bargh, 2018).

Inferential reasoning is goal-dependent. A first essential ques-
tion for any inferential reasoning theory is as follows: “Why 
do organisms engage in inferential reasoning in the first 
place?” Predictive processing theories assume that an essen-
tial feature of organisms is that they strive for homeostasis or 
the maintenance of optimal internal states (e.g., for the sake 
of survival). To achieve homeostasis, organisms have 
evolved such that they are able to represent desired states 
(i.e., goals). Inferential reasoning may serve the function to 
construct information that is compatible with goals, allowing 
for adaptive action (i.e., actions that allow one to achieve 
desired states: Pezzulo, Rigoli, & Friston, 2015). As a result, 
inferential reasoning may be critically dependent on the 
goals that one entertains.

An important feature of predictive processing theories is 
that actions are considered “active inferences” or inferences 
that act on the environment (Friston, 2010). Specifically, it is 
assumed that, when a desired state is activated (e.g., to be 
satiated), organisms will make predictions about available 
actions and their respective outcomes. When the desired end 
state is predicted with sufficient precision on the basis of a 
specific action (e.g., opening the fridge), this will cause the 
activation of information about proprioceptive states neces-
sary for the action, which will lead to action execution 
(Chetverikov & Kristjánsson, 2016; Cisek & Pastor-Bernier, 
2014). From this perspective, actions are considered to be 
essentially goal-directed in that they are emitted on the basis 
of a person’s activated goals. We assume that active infer-
ences share this feature with inferences that involve the con-
struction of other information than proprioceptive 
information (e.g., sensory or verbal information). For exam-
ple, not only inferences involved in action planning (e.g., 
information about proprioceptive states necessary for AA 
actions) but also inferences involved in action interpretation 
(e.g., information about the valence of AA actions) will 
depend on active representations of desired states.

Inferential reasoning is context-dependent. A second essential 
question for an inferential theory is as follows: “What infer-
ential reasoning will organisms engage in?” The answer to 
this question is based on the assumption that organisms strive 

to minimize energy expenditure (Friston, 2010). Inferential 
reasoning that takes into account large amounts of informa-
tion will therefore be unserviceable. Instead, inferential rea-
soning is considered to be highly contextual such that it 
involves the sampling of information on the basis of momen-
tarily entertained information (Sanborn & Chater, 2016). 
This can explain why inferential reasoning is not necessarily 
optimal even though it might depend on optimizing rules 
(e.g., Bayesian updating of information). It is a common mis-
conception that inferential reasoning is “cold,” rational, and 
error-free (Moors, 2014). Rather, inferential reasoning can 
be irrational (in part) because currently entertained informa-
tion strongly biases inferential reasoning. Depending on the 
context, people might entertain information that leads them 
to make inferences that are not logical in nature. For exam-
ple, recent evidence suggests that contextual retrieval of 
information can lead to belief biases (see Banks, 2013) or 
probabilistic reasoning errors (see Sanborn & Chater, 2016). 
The context-dependence of inferential reasoning might also 
explain why people engage in suboptimal behavior. Specifi-
cally, action selection may depend on what information 
about desired end states is contextually available, such that 
only a subset of all relevant goals will inform a person’s 
actions (see also Moors, Boddez, & De Houwer, 2017). From 
this perspective, inferential reasoning (and action selection) 
can be seen as a satisfying process; if activated information 
is good enough to achieve specific (contextually activated) 
goals, the mental system will stop sampling information and 
save its energy.

Inferential reasoning is learning-dependent. A third important 
assumption of many predictive processing accounts (but also 
other inferential reasoning accounts) that might help explain 
what inferences people make is that inferential reasoning 
involves the application of inference rules that have their 
roots in both phylogenetic and ontogenetic development. For 
example, a person may become more inclined to apply a 
logical modus ponens rule (if “A implies B” and “A” both 
hold, then we can deduce “B”) to specific information if the 
application of this rule to similar information has led to good 
outcomes in the past (i.e., accurate predictions for achieving 
specific goals). The fulfillment of goals should trigger the 
updating of probabilities (on the basis of Bayes rule) such 
that application of certain inference rules will be more likely 
to be repeated in the future. Note that this mechanism can 
also lead to irrational inferences. For example, a previously 
learned rule that often leads to good outcomes may be applied 
even when application of this rule is not suited in the current 
environment. Hence, inferential processes can sometimes be 
biased because the inference rules that support them are not 
logically correct or are incorrectly applied. In fact, inferential 
reasoning may often depend on (heuristic) rules that do not 
always lead to optimal behavior (Evans, 2010; Kahneman, 
Slovic, & Tversky, 1982; Kruglanski & Gigerenzer, 2011). 
For example, people frequently use an availability heuristic 
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(i.e., they give disproportionate weight to easily available 
information) when making inferences. These (heuristic) 
rules may be strongly integrated in a person’s cognitive sys-
tem (and hence, easily used) because they are “ecologically” 
rational (i.e., they often lead to good outcomes in a person’s 
typical environment, see Brighton & Gigerenzer, 2012, for 
an elaborate discussion).

Processing Steps: From Stimulus-Action Relations 
to Evaluations

Now that we have specified the nature of inferences and how 
these inferences are brought about in general, we will provide 
more detailed information about the inferential processing 
steps involved in evaluative stimulus-action effects specifi-
cally. We assume that the impact of action performance on 
stimulus evaluations is mediated by a four-step inferential 
process (see Figure 1) and that stimulus-action effects only 
arise when all steps are completed. For each step, we first 
describe the specific inference that is formed. Next, we clar-
ify how this inference is formed and what factors moderate 
this inferential processing step (and subsequent evaluative 
stimulus-action effects) by drawing on the assumptions about 
the properties of inferential reasoning that we outlined above.

Step 1: Inference about a stimulus-action relation (I
SA

). The 
inferential process is initiated when one or more actions are 
performed in response to a stimulus in the environment. 
Under certain conditions (see below), this will involve the 
formation of an inference that the stimulus and action are 
related to one another (e.g., “Stimulus A is approached” or “I 
always avoid Stimulus B”: Inference about a stimulus-action 
relation, I

SA
). This first step inference can be about different 

facets of the relation (e.g., it can specify a single co-occur-
rence of stimulus and response or the strength of a statistical 
stimulus-response contingency; De Houwer, 2009).

Inferential process. In-line with predictive processing 
theories, we assume that people are very good at detecting 

relations in the environment because they continuously make 
predictions about the world around them (to support appro-
priate action) and readily update these predictions based on 
their interactions with the environment. However, people 
will not predict or detect every environmental contingency 
(this would be too energy consuming). Rather, a person’s 
activated goals will determine the amount of attention that an 
environmental regularity (e.g., stimulus-action relation) will 
receive (allowing for more precise predictions: Feldman & 
Friston, 2010). Hence, performance of an action in response 
to a stimulus will lead to the formation of an inference about 
a relation between the action and the stimulus (I

SA
) when this 

information is in line with one’s current goals. Once regis-
tered, the activation level of this inference will depend on its 
inferred relevance to current goals, and this will determine 
the extent to which the inference biases the generation of 
other information. When the activation level of I

SA
 is suf-

ficiently strong, this will provide the basis for evaluative 
stimulus-action effects.

Moderators. Our account assumes that any contextual 
factor that either facilitates or impedes the goal to detect 
stimulus-action relations will moderate Step 1. We there-
fore predict moderation of evaluative stimulus-action effects 
on the basis of manipulations of the external context (the 
state of the external environment) that achieve this aim. For 
example, effects should be facilitated when participants are 
informed that there are specific (stimulus-action) relations in 
the action task or that it is important to detect them. Enhanced 
effects should also be observed on the basis of more indirect 
instructions that facilitate the goal to detect stimulus-action 
relations (e.g., instructions that it is important to perform the 
experiment in a thoughtful manner) or by providing (perfor-
mance-related) incentives. Furthermore, effects should be 
affected by contextual manipulations that either facilitate or 
impede a person’s goal to attend to the stimulus, the action, 
or the relation between the two because this should influence 
the goal to detect stimulus-action relations. For example, we 
predict a facilitation of evaluative stimulus-action effects 

Figure 1. Schematic of the basic steps involved in the effects of actions on stimulus evaluation according to the inferential account of 
evaluative stimulus-action effects.
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when stimulus identity is task relevant (see Van Dessel, De 
Houwer, Gast, Roets et al., 2016; Van Dessel et al., 2016), 
when the action task involves more trials (facilitating the goal 
to accurately predict the correct action on the basis of stimu-
lus features: see Woud et al., 2011), and when the relation 
between action and stimulus is stronger (e.g., deterministic 
rather than probabilistic stimulus-response contingencies).

We also assume that internal context factors (internal 
states of the organism) can moderate Step 1. First, we predict 
moderation of evaluative stimulus-action effects by transient 
internal states of the organism. For example, when a person 
has more task motivation, this should facilitate the goal to 
detect stimulus-action relations and therefore enhance effects 
(see Laham, Kashima, Dix, Wheeler, & Levis, 2014; 
Zogmaister, Perugini, & Richetin, 2016). Second, we predict 
moderation by more stable internal states, in-line with the 
assumption that inferences strongly depend on a person’s 
pre-existing beliefs (which are the result of their prior learn-
ing history). For example, a person who has learned that it is 
usually beneficial to register stimulus-action contingencies 
should show stronger effects. Individual difference factors 
such as general processing fluency or need for cognition 
should also facilitate effects because they improve the effi-
ciency or extensiveness of inferential reasoning in general.

Note that our account assumes that the inference about a 
stimulus-action relation (I

SA
) is a more proximal determinant 

of evaluative stimulus-action effects than the actual regular-
ity in the environment. Hence, the subjective representation 
of this relation should have a stronger impact on evaluative 
stimulus-action effects than objective experiences of the 
stimulus-action relation. This accords with studies showing 
that (a) instructions that specify I

SA
 can lead to a change in 

stimulus evaluation even in the absence of actual action per-
formance (Van Dessel, De Houwer, Gast, & Smith, 2015) 
and (b) evaluative stimulus-action effects are stronger when 
participants are able to report I

SA
 (moderation by awareness 

of stimulus-action contingencies: Van Dessel, De Houwer, & 
Gast, 2016). As we noted above, these two findings are dif-
ficult to explain on the basis of association formation theo-
ries. Note that, from our perspective, the observation that 
awareness of stimulus-action contingencies moderates AA 
training effects is due to the ease of retrieval of the inference 
about the relation between stimulus and action rather than a 
causal effect of awareness per se. Contingency awareness 
provides a good indication of whether I

SA
 has been formed in 

a sufficiently strong manner such that I
SA

 is able to support 
evaluative stimulus-action effects. As argued by Cleeremans 
(2014), awareness of acquired information may occur when 
activation of this information has acquired sufficient strength 
such that the information is predicted by the mental system 
itself (i.e., information is represented on a meta-level). Thus, 
although awareness does not cause the formation of infer-
ences, inferences that are formed in the absence of awareness 
may be much more weakly represented such that they are 
less easily retrieved and therefore are less likely to be used 
during the inferential process.

Step 2: Inference about an action-evaluation relation (I
AE

). The 
second step involved in evaluative stimulus-action effects is 
the construction of an inference that relates the performed 
action to a certain valence (inference about an action-evalu-
ation relation, I

AE
). This inference can refer to the valenced 

properties of the performed action (e.g., “approaching IS 
positive”), but it can also relate the action to valence in other 
ways (e.g., “Pleasant stimuli are typically approached”).

Inferential process. When participants perform an action in 
response to a stimulus or when participants make inferences 
about a stimulus-action relation (I

SA
; completion of Step 1 

can influence Step 2), they will construct compatible infor-
mation on the basis of their generative model of the world. 
Depending on a person’s activated goals, this can involve the 
construal of information that refers to the performed action 
and that relates the performed action to a certain valence. 
For example, participants may retrieve detailed episodes of 
previous positive or negative experiences with this action 
(e.g., other moments when positive stimuli were approached) 
when this information is easily generated on the basis of cur-
rent goals (e.g., the goal to evaluate). When activation of 
such information is sufficiently strong, it will provide the 
necessary input for Step 3 and hence determine evaluative 
stimulus-action effects.

Moderators. Our account assumes that any contextual 
factor that either facilitates or impedes a person’s goal to 
draw inferences about a relation between the performed 
action and valence will moderate Step 2. We therefore pre-
dict facilitation of evaluative stimulus-action effects on 
the basis of instructions that provide information about a 
relation between the performed action and valence (see 
Van Dessel, Hughes, De Houwer, & Smith, 2018) or when 
providing instructions or other incentives to retrieve such 
information. We also predict facilitation when participants 
are incentivized to attend to (a) the action (see Step 1), 
(b) valence in general (e.g., by making valence task rele-
vant), or (c) a relation between the action and valence (e.g., 
informing participants about evaluative properties of the 
action). For example, we recently found that using valenced 
terms such as “up/down” or “approach/avoid” to describe an 
action (which might communicate the importance of action 
valence) strongly moderates evaluative stimulus-action 
effects (Van Dessel, Eder, & Hughes, 2018).

It is important to note that attention can be oriented toward 
evaluative properties of specific actions that are not normally 
considered. For example, even though a person’s history of 
approach and avoidance might be overwhelmingly related to 
good (approach) or bad (avoid) things, respectively, activa-
tion of incongruent information can be facilitated in specific 
contexts (e.g., in the context of an electric shock, avoidance 
can be positive). A recent experiment provided evidence that 
activation of such non-typical I

AE
 can lead to contrastive 

evaluative stimulus-action effects. In this study, participants 
evaluated neutral stimuli that were repeatedly avoided more 
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positively when other, feared, stimuli also had to be avoided 
rather than approached (Mertens et al., 2018).

We assume that Step 2 strongly depends on a person’s 
learning history such that a person who has had more (salient) 
experiences in their life history that relate specific actions to 
valence will more easily construct information about a rela-
tion between this action and valence and will therefore show 
stronger evaluative stimulus-action effects. Accordingly, 
some people might more easily retrieve information that 
approaching is positive whereas others might more easily 
retrieve information that approaching can sometimes be neg-
ative (e.g., they might have learned during their lifetime that 
approaching stimuli can be scary; Hsee, Tu, Lu, & Ruan, 
2014), and this should strongly moderate AA training effects.

Step 3: Inference about a Stimulus-Evaluation relation (I
SE

). The 
third step involves the construal of an inference about the 
evaluative properties of the target stimulus (e.g., “Stimulus A 
is pleasant”: Inference about a stimulus-evaluation relation, 
I

SE
). We assume that this inferential process will only lead to 

evaluative stimulus-action effects when it incorporates both 
inferences about a stimulus-action relation (I

SA
) and an 

action-evaluation relation (I
AE

). For example, when a person 
has inferred that (a) they approached stimulus A (I

SA
) and (b) 

they typically approach stimuli they like (I
AE

), they might 
apply an “affirm the consequent” inference rule, allowing 
them to infer that they like stimulus A (I

SE
). Note that I

SE
 

does not necessarily represent an unambiguous relation 
between stimulus and evaluation. For example, after a per-
son retrieves information that (a) they approached stimulus A 
and (b) approaching is somehow related to positive valence, 
they might make the inference that stimulus A is somehow 
related to positive valence (transitive inference: Burt, 1911).

Inferential process. Depending on a person’s activated 
goals, they may construct information about a relation 
between a stimulus and evaluation (I

SE
) on the basis of avail-

able information. Importantly, the generation of I
SE

 is insuf-
ficient for Step 3. I

AE
 and I

SA
 need to be integrated in the 

inferential process such that they determine the activation 
level of I

SE
. This will depend on (a) the activation level of 

I
AE

 and I
SA

 and (b) the availability of an inference rule that 
facilitates activation of I

SE
 on the basis of I

AE
 and I

SA
. When 

I
SE

 is activated on the basis of I
AE

 and I
SA

, this will trigger the 
integration of I

AE
 and I

SA
 in evaluation (Step 4), allowing for 

evaluative stimulus-action effects.

Moderators. We assume that the third inference step is 
dependent on (a) a person’s goal to generate I

SE
 and (b) inte-

gration of I
AE

 and I
SA

 in this inferential process. With regard 
to the first determinant, we predict stronger evaluative stim-
ulus-action effects when participants learn that it is important 
to retrieve evaluative information about the target stimulus 
(e.g., on the basis of instructions). Note that this can occur 
not only during the action task but also during the evaluation 

task (at which time the retrieval of evaluative information 
about the stimulus is task-relevant). We also predict facili-
tation of evaluative stimulus-action effects when an incen-
tive is provided to attend to (a) the stimulus (see Step 1), (b) 
evaluation in general (see Step 2), or (c) the relation between 
the stimulus and evaluation.

Regarding the second determinant (integration of I
AE

 and 
I

SA
), we predict enhanced evaluative stimulus-action effects 

when the formation of I
AE

 and I
SA

 is facilitated (see Steps 1 
and 2) and when facilitating the use of inference rules that 
allow constructing I

SE
 on the basis of I

AE
 and I

SA
. For exam-

ple, stronger evaluative stimulus-action effects should be 
observed when participants are given experience in applying 
a rule to I

AE
 and I

SA
 to infer I

SE
 (e.g., via a pre-training during 

which participants are required to learn that relations between 
stimuli and valenced actions can inform them about stimulus 
valence). This manipulation should be most effective if the 
training occurred in a similar context (facilitating retrieval of 
the inference in the current context) and if making the infer-
ence led to positive outcomes (facilitating future use of the 
inference rule). Importantly, moderation by the first determi-
nant will depend on the second determinant (i.e., whether 
participants integrate I

AE
 and I

SA
 in the inferential process) 

because merely generating I
SE

 is not sufficient for evaluative 
stimulus-action effects (i.e., changes in evaluation that result 
from performance of a specific action in relation to a stimu-
lus). Hence, we predict smaller evaluative stimulus-action 
effects when contextual factors facilitate construal of I

SE
 

(e.g., “Person A is positive”) on the basis of other informa-
tion than I

AE
 and I

SA
 (e.g., salient information about positive 

behaviors of that person). In-line with this latter prediction, a 
recent study showed that presentation of information that is 
highly diagnostic about stimulus valence (i.e., “Niffites are 
peaceful, civilized, benevolent, and law-abiding; Luupites 
are violent, savage, malicious, and lawless”) before AA 
training can prevent AA training effects on evaluations of 
these groups (Van Dessel, De Houwer, Gast, & De Schryver, 
2016).

Individual difference factors should moderate Step 3 
because one can be more or less fluent in the application of 
inference rules (and integration of specific information in 
evaluative inferences). We predict that participants who have 
more experience in using information about their own actions 
for making evaluative inferences (e.g., because they previ-
ously engaged in experiments where such integration was 
useful) should show enhanced effects. Furthermore, because 
integration of I

AE
 and I

SA
 in I

SE
 requires rather elaborate 

inference rules, we predict reduced (or even nonexistent) 
evaluative stimulus-action effects in organisms with less 
developed abilities to follow such inference rules. For exam-
ple, the ability to use language may be an important factor 
that strongly determines the inferences an individual can 
make (Gentner, 2016), and integration of I

AE
 and I

SA
 in I

SE
 

may require this ability. Hence, nonhuman animals that can-
not integrate semantic information in their inferences should 
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not exhibit evaluative stimulus-action effects. Note, how-
ever, that the inference of I

SE
 on the basis of I

AE
 and I

SA
 is not 

logically valid. We therefore predict that participants who 
have received formal logic training will exhibit reduced 
effects (given the opportunity and motivation to be accurate 
in evaluation—see our discussion of Step 4) because these 
participants might more easily infer that it is not logically 
valid to infer stimulus evaluation on the basis of stimulus-
dependent actions.

Step 4: Stimulus evaluation. In the fourth and final step, the 
activation of the inference about a stimulus-evaluation rela-
tion (I

SE
) mediates a subsequent change in stimulus evalua-

tion. When the stimulus that was involved in the action task 
is encountered, an evaluative response to the stimulus is 
emitted on the basis of the activation of I

SE
. For example, a 

person who is asked to indicate their liking of a stimulus for 
which they have information available that relates this stimu-
lus to positive valence will provide a more positive evalua-
tion of the stimulus.

Inferential process. We assume that inferential processes 
underlie all cognitive processes, including stimulus evalua-
tion. In-line with the assumption that action selection is inher-
ently goal-directed, we postulate that evaluative responses 
are selected on the basis of their estimated potency to pro-
duce specific (contextually activated) desired outcomes. 
Hence, information that is constructed in Step 3 (I

SE
) will 

inform action selection depending on a person’s goal to use 
this information for evaluation. For example, when a person 
is asked to indicate their liking of a stimulus, I

SE
 can bias the 

generation of response-related information (e.g., representa-
tion of a button press that indicates “strong liking for a stimu-
lus”) because this accords with the goal to provide a “good 
enough” response (and complete the experiment/communi-
cate their feelings/ . . .). The response will be emitted when 
this desired outcome is predicted with sufficient precision on 
the basis of the activated action representation.

In contrast to associative or dual-process accounts of 
evaluation (e.g., Gawronski & Bodenhausen, 2006), our 
account postulates that both evaluations that are emitted 
under certain conditions of automaticity (i.e., implicit evalu-
ations) as well as more controlled (i.e., explicit) evaluations 
are the result of a single, inferential, process. Importantly, 
however, effects on implicit and explicit evaluations can dis-
sociate because elements of specific procedures that are used 
to capture implicit and explicit evaluations can facilitate the 
activation of distinct goals. Procedures for measuring 
implicit evaluations typically require speeded responding 
and thus facilitate the corresponding goal to provide fast 
responses. As a result, we assume that implicit evaluation 
strongly depends on inferences that are readily available 
under those conditions (i.e., automatic activation of proposi-
tional information: see De Houwer, 2014a). For example, in 
an Implicit Association Test (IAT; Greenwald, McGhee, & 

Schwartz, 1998), I
SE

 can influence prediction (and resulting 
execution) of a categorization response to the evaluative 
stimulus with a response key that is valence-congruent (i.e., 
it is also used to categorize stimuli of congruent valence) in 
accordance with the goal to emit a fast and accurate response. 
In contrast, explicit evaluation measures more strongly facil-
itate activation of other goals such as the goal to be accurate 
in evaluation or the goal to present a positive image of them-
selves to the experimenter (i.e., self-presentation goals). As a 
result, information that requires multiple steps for retrieval 
might be more regularly contacted and integrated in explicit 
evaluation (see also Cunningham, Zelazo, Packer, & Van 
Bavel, 2007). For example, the goal to be accurate in one’s 
explicit evaluations may facilitate retrieval of information 
that is less readily available but is considered more diagnos-
tic about stimulus valence. This should especially be the case 
when more easily retrieved information is not considered 
very diagnostic about stimulus valence.

Moderators. The translation of I
SE

 into stimulus evalu-
ation is assumed to strongly depend on a person’s current 
goals. Hence, evaluative stimulus-action effects should typi-
cally be strongest when a goal to evaluate the stimulus is 
available (e.g., by instructing participants to evaluate the 
stimulus in an explicit evaluation task). Importantly, how-
ever, evaluative stimulus-action effects might also arise 
when participants are instructed to evaluate other stimuli 
than the specific stimulus that was involved in the action 
task because this evaluation goal can be used to activate I

SE
 

and integrate this information in their response. Hence, our 
model can explain evaluative stimulus-action effects on both 
explicit and implicit evaluations (see Van Dessel, De Hou-
wer, Gast, Smith, & De Schryver, 2016).

Because implicit and explicit evaluation tasks lead to the 
activation of different goals, we can predict specific condi-
tions under which implicit and explicit evaluations can dis-
sociate. First, we expect that dissociations between implicit 
and explicit evaluations might depend on the registered rela-
tion between stimulus and evaluation in I

SE
. When partici-

pants contact information that represents an identity relation 
between stimulus and valence (e.g., “Stimulus A IS good”), 
this should have a stronger impact on explicit evaluation than 
information that links stimulus and valence in a less well-
specified manner (e.g., “Stimulus A is somehow related to 
good”) because it is more diagnostic about stimulus valence. 
In contrast, implicit evaluation may be strongly influenced by 
both types of information. For example, there is evidence 
suggesting that the propositions “I am good” and “I want to 
be good” both strongly impact self-evaluations as measured 
with an IAT (Remue, Hughes, De Houwer, & De Raedt, 2014) 
even though only the former reflects actual self-esteem. 
Second, we assume that explicit measures more strongly 
facilitate the goal to be accurate in the evaluation of the stim-
ulus. Because the inference of evaluation on the basis of per-
formed actions is not logically valid, participants who contact 
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this conclusion should show reduced evaluative stimulus-
action effects on explicit evaluations whereas the reduction of 
effects on implicit evaluations should be less pronounced. In 
accordance, one recent study found a dissociation between 
evaluative stimulus-action effects on implicit and explicit 
evaluation (Van Dessel, De Houwer, Gast, Smith, & De 
Schryver, 2016). In this study, participants first received 
highly diagnostic information about the valence of the stimuli 
before performing an AA training task. Notably, AA training 
influenced implicit evaluations measured with an IAT but not 
explicit evaluations measured with a self-report rating scale. 
This pattern might be observed because participants relied on 
information indicating that approaching and avoiding a stim-
ulus is not a good basis for explicit evaluation when com-
pared with more diagnostic information. In contrast, implicit 
evaluations might reflect AA training contingencies because 
the contingency information was easily available and facili-
tated quick responding (it was a “good enough” response). 
Finally, our account also predicts that effects on explicit and 
implicit evaluation should be more in agreement with each 
other when the measurement context facilitates adoption of 
similar goals (e.g., when one is asked to “go with their gut” 
when proving explicit liking ratings: Ranganath, Smith, & 
Nosek, 2008; or when information is provided before IAT 
administration that the IAT is used to measure attitudes: e.g., 
Echabe, 2013).

We also assume that integration of an inference about a 
stimulus-evaluation relation (I

SE
) in the evaluative response 

should depend on individual difference factors that impact a 
person’s goal to integrate I

SE
 in evaluation. For example, trait 

reactance should reduce evaluative stimulus-action effects 
because a person’s activation of the goal to be reactant can 
interfere with the goal to integrate the learned information in 
Step 3 in evaluation. As preliminary support for this idea, a 
recent study found a strong correlation between AA training 
effects on evaluations of well-known social groups and per-
sonal reactance measured with a trait reactance scale (Van 
Dessel, De Houwer, Gast, Roets, & Smith, 2018). In con-
trast, demand compliance should increase evaluative stimu-
lus-action effects because the goal to comply with 
experimenter’s demands should facilitate the goal to inte-
grate ISE in their evaluative response. Accordingly, a recent 
study found that demand compliance positively correlated 
with AA training and AA instruction effects in the context of 
novel stimuli (Van Dessel, Smith et al., 2018). One could 
argue that changes in stimulus evaluation that are due to 
demand compliance are less important because they do not 
reflect changes in a person’s “genuine” liking of the target 
stimuli. However, it is difficult to establish what constitutes 
as “genuine” liking. Moreover, it is important to note that 
studies have found both instruction-based and experience-
based evaluative stimulus-action effects for participants who 
do not show demand compliance, indicating that these effects 
do not necessarily depend on controlled, nonautomatic pro-
cesses that involve the intentional use of the acquired 

information for evaluation (e.g., Van Dessel, De Houwer, 
Gast, Smith, & De Schryver, 2016).

The Merits and Limitations of the 
Inferential Account

Heuristic Value

In the current article, we have argued that people show eval-
uative stimulus-action effects because they make a specific 
inference about the evaluation of a stimulus (I

SE
) on the basis 

of constructed inferences about stimulus-action relations 
(I

SA)
 and action-evaluation relations (I

AE)
 and integrate this 

inference in stimulus evaluation. This model has heuristic 
value. First, it can account for the known characteristics of 
evaluative stimulus-action effects that are often considered 
as support for association formation models. Specifically, 
our account can explain why AA training effects sometimes 
occur under automaticity conditions (e.g., an unintended 
impact of training on liking; see Van Dessel, De Houwer, 
Gast, Smith, & De Schryver, 2016) and why effects can be 
observed on difficult to change or spontaneous behaviors 
such as implicit stimulus evaluations (e.g., Kawakami et al., 
2007). Our model encompasses these results because it 
acknowledges that inferences can occur in a more or less 
automatic manner and because it specifies the conditions 
under which inferences can lead to changes in implicit evalu-
ation (see moderation of Step 4).

Second, the heuristic value of the inferential account 
exceeds that of current association formation models in that 
it can also explain the characteristics of evaluative stimulus-
action effects that do not fit well with current associative 
accounts of these effects. First, it can explain why studies 
sometimes fail to find changes in stimulus evaluation on the 
basis of pairings of stimuli and valenced actions (e.g., fol-
lowing AA training: Becker et al., 2015; Vandenbosch & De 
Houwer, 2011). In contrast to the idea that effects are driven 
by the automatic installation of associative links between 
stimuli and actions, we assume that (a) an inferential process 
chain is required that (b) depends on a number of important 
moderators that either enhance or impede evaluative stimu-
lus-action effects under specific circumstances. For example, 
the activation of nondominant information about the relation 
between an action and evaluation (I

AE
) might explain some 

of the observed null findings (Mertens et al., 2018; see mod-
eration of Step 3). Second, our account can explain why 
stronger evaluative stimulus-action effects are observed 
under specific conditions that are difficult to explain from an 
associative perspective, such as when participants are aware 
of stimulus-action contingencies (Van Dessel, De Houwer, & 
Gast, 2016; see moderation of Step 1). Third, our account 
can explain recent observations that effects can arise even in 
the absence of actual performance of stimulus-based actions 
but on the basis of mere instructions or observation of these 
actions (Van Dessel et al., 2015). These effects are explained 
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by incorporating into our model a core assumption of propo-
sitional theories, namely the assumption that propositional 
information about regularities in the environment can be 
generated on the basis of instructions, observations, imagina-
tion, or experiences with those regularities (De Houwer, 
2009). Moreover, because the acquisition of propositional 
information is a more proximal mediator of effects than 
action performance, our inferential account can further 
explain why instruction effects can be stronger than training 
effects (Hughes, Van Dessel, Smith, & De Houwer, 2018); it 
is easier to form inferences about stimulus-action relations 
when the contingencies are instructed compared with when 
one has to discover those contingencies through 
trial-and-error.

Finally, the heuristic value of our inferential account 
extends beyond effects involving repeated performance of 
actions in response to a stimulus that we have focused upon 
so far (i.e., training-based procedures such as AA training). 
In contrast to most association formation accounts of evalu-
ative stimulus-action effects, our account does not postulate 
that changes in evaluation require a large number of pairings 
of actions and stimuli. Rather, our account can also explain 
findings in which actions influence evaluations that arise at 
the time of the action (e.g., Cacioppo et al., 1993). For exam-
ple, stimuli viewed during arm flexion might be rated more 
positively than stimuli viewed during arm extension because 
participants infer a stimulus-action relation (I

SA
; e.g., that 

they used an approach movement when viewing the stimu-
lus) and an action-evaluation relation (I

AE
; e.g., that approach-

ing is positive) and they use this information to infer a 
stimulus-evaluation relation (I

SE
) and their own evaluative 

responses. Moreover, our account can also explain evalua-
tive stimulus-action effects that do not involve valenced 
actions (e.g., AA) such as effects that were obtained in the 
context of the self-perception hypothesis (Bem, 1972). Our 
account accords with the original idea that participants infer 
stimulus evaluations from their actions (e.g., smiling, 
approaching). For example, when a person is asked to smile 
when watching a cartoon, they may infer that the cartoon is 
funny (I

SE
) on the basis of two inferences: (a) that they are 

smiling in the presence of the cartoon (I
SA

) and (b) that they 
tend to smile at things they like (I

AE
; e.g., Laird, 1974).

Similarly, our account can explain findings in the field of 
emotion research showing that arousing actions (e.g., doing 
exercise) can influence evaluations (e.g., of an attractive 
opposite-sex confederate: White, Fishbein, & Rutstein, 
1981). As argued by predictive processing theories, organ-
isms need to be good at monitoring internal states (Seth, 
2013). Information about an organism’s own physiological 
state in the presence of a specific stimulus (I

SA
) and the posi-

tivity or negativity associated with this state in the past (I
AE

) 
may bias information generation about evaluative features of 
the stimulus in the present (I

SE
), which might influence stim-

ulus evaluation. Related to this idea, our account can also 
accommodate findings that provided support for cognitive 

dissonance theory (Festinger, 1957), which states that a per-
son’s motive to maintain cognitive consistency can give rise 
to irrational and sometimes maladaptive behavior. For exam-
ple, in a study by Festinger and Carlsmith (1959), partici-
pants rated boring tasks as more likable if they had to 
persuade others that the task was fun, and especially when 
they received a small relative to a big sum of money for 
doing so. In this instance, I

SE
 may also be inferred on the 

basis of information about a person’s actions (e.g., “I must 
like the task because I talked positively about it”). In the high 
money condition, however, there is a second reason available 
for participants’ actions (large sum of money; and hence the 
evidence for liking the task—I

SE
—is considered less valid). 

Note, however, that the explanation of cognitive dissonance, 
emotional arousal, or self-perception effects was not the pri-
mary purpose of this article, and these explanations are 
therefore preliminary and require further investigation.

Predictive Value

On the basis of our proposed inferential reasoning frame-
work, we can not only explain established moderators of 
evaluative stimulus-action effects but also predict new mod-
erators. Each of the four inferential processing chain steps 
described above involves inferential reasoning that follows 
the described characteristics of inferential reasoning (goal-
dependent, context-dependent, learning-dependent). Hence, 
in the previous section outlining the processing steps, we 
specified many new testable predictions regarding the mod-
eration of evaluative stimulus-action effects by specific 
(external and internal) contextual variables. In the studies 
that we recently conducted in our lab, we have already tested 
several predictions that were derived from the basic ideas of 
this account. For example, we recently found that repeated 
performance of actions other than AA can also lead to 
changes in stimulus evaluations when these actions are 
described in valenced terms and that these changes depend 
on how positive or negative participants considered these 
actions (I

AE
; Van Dessel, Eder, & Hughes, 2018). However, 

the inferential account also leads to several interesting pre-
dictions that still need to be tested. Hence, our model will 
stimulate new research that is bound to increase our under-
standing of evaluative stimulus-action effects. In the next 
sections, we briefly discuss two sets of predictions that we 
are currently testing in ongoing research.

Moderation of evaluative stimulus-action effects by the external 
context. According to our account, there are many ways to 
contextually moderate evaluative stimulus-action effects. On 
one hand, each of the proposed steps can be facilitated based 
on contextual factors that should enhance effects. For exam-
ple, one assumption that we are currently investigating is 
whether verbally providing I

AE
 (e.g., the inference that people 

typically approach positive stimuli and avoid negative stim-
uli) can lead to stronger AA training effects (because this 
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should facilitate Step 2; Van Dessel, Hughes, De Houwer, & 
Smith, 2018). On the other hand, each of the steps can also be 
impeded based on contextual factors that should reduce 
effects. In another study, we are investigating whether evalu-
ative stimulus-action effects are reduced when participants 
are informed that inferring I

SE
 on the basis of I

AE
 and I

SA
 is not 

in accordance with formal logical rules (which should impede 
Step 3; Van Dessel, Hughes, De Houwer, & Smith, 2018).

Moderation of evaluative stimulus-action effects by the internal 
context. Our account assumes that characteristics of the 
organism also strongly influence evaluative stimulus-action 
effects. One key assumption is that these effects should 
depend on the information network that people bring with 
them to the experimental context. As we mentioned above, 
individual differences in the activation of an inference about 
an action-evaluation relation (I

AE
) should moderate evalua-

tive stimulus-action effects in specific directions. We are 
currently investigating whether participants’ belief in I

AE
 

(e.g., whether they consider approaching positive) moder-
ates evaluative stimulus-action effects. We have also started 
to examine in a systematic way the role of individual differ-
ences in evaluative stimulus-action effects as they relate to 
the different inferential steps in our model (e.g., motivation, 
task experience).

Influence Value

Changing stimulus evaluations. The inferential account also 
has important implications for influencing real-world behav-
ior. Many clinical interventions (e.g., exposure therapies) 
involve (AA) actions toward stimuli (e.g., C. R. Jones, Vilen-
sky, Vasey, & Fazio, 2013). Our account highlights new 
ways of improving the impact of those interventions. Spe-
cifically, we predict that the manipulation of contextual fac-
tors can change the type, number, evaluative direction, and 
confidence with which inferences about evaluative stimulus 
properties are held, which will influence stimulus evalua-
tions (and resulting changes in real-life behavior: Ajzen & 
Fishbein, 2005). In a recent study, we took a first step in 
applying our inferential account to improve AA training 
effects on evaluations of food products (Van Dessel, Hughes, 
& De Houwer, 2018). We predicted that a training task in 
which AA actions produced positive or negative conse-
quences (i.e., an avatar representing themselves became 
more or less healthy) when performed in response to specific 
food products would lead to stronger effects on evaluations 
of the food products than typical AA training paradigms 
(which only manipulate stimulus-action contingencies). The 
rationale for this prediction is that consequences would help 
participants more easily generate inferences that certain 
foods are good and other foods are bad (I

SE
) because negative 

consequences that follow approaching of a stimulus (and 
positive consequence that follow avoidance) are more likely 
to lead to inferences about the valence of the stimulus than 

the mere fact that one consistently approaches or avoids a 
stimulus. The results were in-line with our prediction: conse-
quence-based AA training effects on implicit and explicit 
evaluations were stronger than effects of typical AA training. 
These findings also imply that AA training effects can occur 
even when participants approach and avoid each stimulus an 
equal number of times (contingencies in consequence-based 
AA training involved stimulus, response, and action conse-
quence; e.g., approaching one food product always led to 
positive outcomes and avoiding it led to negative conse-
quences), a result that is difficult to explain on the basis of 
current association formation accounts. Further in-line with 
the inferential account, we found that AA training effects 
were stronger when the consequences were relevant for par-
ticipants’ tasks goals (i.e., when participants were instructed 
to make an avatar as healthy as possible). Overall, these 
results are consistent with our prediction that (small) changes 
to existing AA training procedures can help participants 
make better inferences and thereby facilitate changes in stim-
ulus evaluations. On the basis of our account, we could 
therefore have the potential to improve existing therapies 
that already use these procedures for changing evaluations 
(e.g., Taylor & Amir, 2012).

Note that our account stops at the translation from infer-
ences into evaluations and does not specify how changes in 
evaluation can lead to changes in real-life behavior (Ajzen & 
Fishbein, 2005). Our account could be extended to this addi-
tional aim by specifying the inferences underlying the change 
in behavior that results from evaluations (as well as the nec-
essary conditions for this inferential process). We believe 
that this extension could be useful and might even be feasible 
(given the abundance of research on this topic). However, it 
extends beyond the aims of the current article and will be an 
important future endeavor.

Changing unwanted behavior. Importantly, it is also possible 
that inferences formed on the basis of stimulus-action contin-
gencies can impact real-life behavior without requiring medi-
ation via changes in evaluation. Although our model focuses 
on changes in evaluations, it can also be easily adapted to 
account for (and potentially improve) behavior that is not 
mediated by changes in evaluation (i.e., the effect of stimuli 
on evaluative responses). The inferential account postulates 
that stimulus-action procedures are effective at changing 
(pathological) behavior because they facilitate the installation 
and retrieval of relevant inferences (rather than installing 
stimulus-action associations or “response tendencies”2). For 
example, when alcoholic patients repeatedly avoid alcoholic 
drinks (e.g., Wiers et al., 2011), they might make specific 
inferences (e.g., they infer that these drinks are to-be-avoided 
or that they are able to avoid alcoholic drinks). Once estab-
lished, this propositional (rather than associative) knowledge 
might be contacted in other contexts, allowing these patients 
to refrain from drinking. Similarly, when people consistently 
avoid unhealthy foods, they might infer that these stimuli are 
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bad for them, and this may inform food choices. In the study 
described in the previous paragraph (Van Dessel, Hughes, & 
De Houwer, 2018), we found evidence for this idea. Partici-
pants who had performed the consequence-based AA training 
in which approaching unhealthy foods led to negative out-
comes and avoiding unhealthy foods led to positive outcomes, 
reported eating less unhealthily in the days after the interven-
tion (but not participants who had performed typical AA 
training without consequences) and actually ate less unhealthy 
snacks in an ad libitum snack task. It is possible that these 
effects occurred because the consequence-based AA training 
more strongly facilitated the (adaptive) inference that it is 
good to refrain from unhealthy foods.

These preliminary results point to an important promise 
for training-based action interventions that has been claimed 
ever since these effects were first observed: that action train-
ing (especially AA training) may influence not only difficult-
to-change implicit evaluations (e.g., implicit prejudice: 
Kawakami et al., 2007) but also difficult-to-change behav-
iors (e.g., addictive behavior: Wiers et al., 2011). Unlike the 
traditional idea that such change occurs because these tasks 
lead to associative changes via repeated pairings, we assume 
that these procedures actually help people make specific 
inferences. Because these inferences are self-generated (i.e., 
a person needs to infer the information on the basis of the 
contingency information themselves), the information may 
be more strongly integrated in a person’s information net-
work than information that is merely provided to a person 
(see also research on behavioral nudging: Benartzi et al., 
2017). The person has already made the inference (and may 
have done so several times, depending on the extensiveness 
of the training) which might allow for the inferences to be 
easily repeated.

Note that current training procedures might not only be 
improved by including consequences of stimulus-action rela-
tions and making those consequences goal-relevant but also 
by changing other procedural details that promote the instal-
lation of novel (and adaptive) inferences. Such an inference-
based therapy is much closer to therapies often used in clinical 
practice (e.g., cognitive behavioral therapy) than typical cog-
nitive bias modification therapies that aim to establish stimu-
lus-action tendencies. However, they might add an 
automatization component to the typical therapies used in 
clinical practice (because they involve training or repeated 
generation of certain inferences). This “inference training” 
could be an important new method for establishing important 
clinical effects (especially seeing as current “cognitive bias 
modification trainings” to change clinical behavior often do 
not produce beneficial effects; e.g., Cristea, Kok, & Cuijpers, 
2015; A. Jones, Hardman, Lawrence, & Field, 2017).

Relation to Other Accounts

Our inferential account of evaluative stimulus-action effects 
is the first to provide an elaborate account of evaluative 

learning effects from an inferential (and propositional) per-
spective (i.e., an account that makes underlying processes 
explicit). In doing so, we have drawn on a number of more 
general accounts of human learning and mental processing. 
First, our account makes many of the same assumptions as 
single-process propositional accounts of learning (e.g., 
Mitchell et al., 2009). Stimulus-action effects are explained 
with reference to a single memory system that involves the 
activation of propositional information and use of this infor-
mation in inferential reasoning. These inferential processes 
operate on the basis of information that encodes not only co-
variation but also the relational properties of concepts. 
Second, our model draws on predictive processing models 
(e.g., Feldman & Friston, 2010). Although these models cur-
rently enjoy widespread appeal elsewhere in psychological 
science, this idea has yet to find its way into evaluative learn-
ing research. Our model integrates the idea that the making 
and updating of predictions (on the basis of Bayesian rules) 
might underlie (action) effects on stimulus evaluation and 
makes assumptions on the basis of dominant ideas in the pre-
dictive processing literature. For example, our account builds 
on the idea that activation level of information is an impor-
tant concept for explaining human behavior in general and 
reasoning in particular (Sanborn & Chater, 2016; see also 
atomic components of thought-rational theory: Banks, 2013).

Our model combines single-process propositional 
accounts of learning with predictive processing accounts and 
applies this specifically to evaluative stimulus-action effects. 
The idea that people infer stimulus evaluations from their 
actions is in-line with self-perception theory (Bem, 1972). 
However, our account provides more detail about the under-
lying conditions. Moreover, it is broader to the extent that it 
not only explains effects that arise when emotional responses 
are ambiguous but also the abundance of recent findings on 
training-based effects. Furthermore, it provides an explana-
tion for effects on implicit and explicit evaluation. In doing 
so, we build on recent findings and recent theorizing indicat-
ing that propositional processes underlie not only explicit but 
also implicit evaluation (De Houwer, 2014a; Mann & 
Ferguson, 2015). Again, however, we formalize this idea in 
an inferential model by building on general accounts of 
human cognition, specifying clear assumptions, and provid-
ing testable predictions.

Our inferential account also bears similarity to the theory 
of event coding (TEC; Hommel, Müsseler, Aschersleben, & 
Prinz, 2001) to the extent that both theories assume that 
action performance is critically dependent on anticipated 
action consequences. Crucially, however, the TEC (and the 
common-coding account of AA training effects of Eder & 
Klauer, 2009, which is derived from this theory) assumes 
that the automatic formation of associations between action 
representations and perceptual consequences mediates action 
performance. In contrast, our inferential account combines 
principles from predictive processing theory and TEC to 
explain evaluative behavior on the basis of inferential 
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reasoning (see Butz, 2016, for an integrative theory of human 
cognition in general). A recent study that pitted predictions 
of the common-coding and inferential account of AA train-
ing effects against each other provided stronger support for 
the inferential account which predicted AA effects on the 
basis of mere action observation (Van Dessel, Eder, & 
Hughes, 2018).

Limitations of the Inferential Account

The most important limitation of our account may be that it is 
still a relatively general account at this point (though this can 
also be seen as a strength of theories: Gawronski & 
Bodenhausen, 2015; Meiser, 2011). We have specified many 
different boundary conditions and moderators (which increases 
the falsifiability of our account), the processing steps neces-
sary to produce changes in evaluation, and important details 
about how inferential reasoning might occur. Yet, there are 
still unconstrained factors. Most importantly, we have not 
specified (all) the specific inferences (e.g., I

AE
) that might be 

involved in evaluative stimulus-action effects. Our reason for 
this is that there is much variation in the specific inferences 
that individuals make (e.g., because this depends on the avail-
ability of information in a person’s information network which 
may strongly differ between people). Indeed, in a recent study, 
we asked participants to indicate why they would rate an 
approached stimulus as more positive than an avoided stimu-
lus. We found marked variability in the specific responses 
obtained. Many of the provided reasons were not highly elabo-
rated (e.g., “avoiding a stimulus means that something is 
wrong with it”) suggesting that participants often use heuristic 
rules (e.g., an availability heuristic) to infer stimulus evalua-
tion on the basis of AA training (and instructions).

Because of the complexity and uncertainty with regard to 
the inferences people might contact, propositional or inferen-
tial models are sometimes thought to be inferior to more 
simple and/or domain specific models (e.g., associative mod-
els which assume that evaluative stimulus-action effects 
occur on the basis of simple links that are formed as the 
result of repeated pairings). Note, however, that parsimony 
should not come at the cost of explanatory or influence value. 
Our model can be considered useful because it has high heu-
ristic and predictive value (i.e., it allows us to explain exist-
ing findings, predict novel findings, and influence human 
behavior in novel ways). Note also that although individual 
association formation accounts might be considered simple 
(e.g., Phills et al., 2011), these accounts cannot explain many 
of the relevant findings in this literature (see above). As a 
class, however, association formation models have a high 
degree of flexibility, which allows proponents of these mod-
els to always make post hoc adaptations to explain obtained 
results. However, different findings require different adapta-
tions that are often logically inconsistent. In sum, our model 
leads to a whole set of a priori predictions for which it is 
difficult to see how a similar set of predictions could be made 

on the basis of any individual association formation model or 
subclass of logically consistent association formation mod-
els. It is also possible that a dual-process framework incorpo-
rating inferential and associative processes could explain 
evaluative stimulus-action effects. However, an account that 
can explain these effects on the basis of one coherent pro-
cessing mechanism (i.e., inferential reasoning) should be 
preferred over an account that additionally postulates the 
existence of an entirely different second mechanism (e.g., 
association formation) for reasons of parsimony.

It is also important to note that by providing a predictive 
processing framework for our account, we are directing it 
away from accounts that require a strong “homunculus” fac-
tor. We provide an explanation of how evaluative stimulus-
action effects might occur in a more or less automatic or 
uncontrolled manner and under which circumstances these 
effects should arise. In doing so, we clarify that effects that 
occur under specific automaticity conditions do not neces-
sarily require associative explanations. Inferential accounts 
can explain all aspects of evaluative stimulus-action effects—
not only those that are highly controlled (e.g., effects result-
ing from demand compliance). Moreover, we also clarify 
that inferential reasoning can operate on the basis of (neuro-
logically plausible) mental mechanisms that have specific 
characteristics. This also opens up the possibility of eventu-
ally specifying a more elaborate mathematical model of 
these complex effects by implementing Bayesian probability 
calculus (Friston, 2003).

In providing this inferential framework for evaluative 
stimulus-action effects, we have also opened up new avenues 
for the construal of novel accounts of other (evaluative) 
learning phenomena (e.g., EC) that might operate on the 
basis of similar processes. These accounts distinguish them-
selves from (current) propositional accounts in that they pro-
vide an explanation based on the generation of inferences (a 
subset of propositions) and that they provide an elaborate 
explanation of how this mechanism might occur. Of course, 
it is important to appreciate that our account provides only an 
initial framework (applied to one specific type of effects). 
Because we do not want to extend our model too far beyond 
the data, we think that further specification should come on 
the basis of empirical findings.

Concluding Remarks

In the current article, we have described a model of evalua-
tive stimulus-action effects that draws on inferential rather 
than simple associative processes. We have specified the pro-
cess steps that underlie these effects as well as how the pro-
cesses underlying these steps might work and under what 
conditions they operate. We hope that this new framework 
can help improve our understanding of evaluative stimulus-
action effects (and other evaluative learning phenomena) and 
further improve the utility of (action-based) procedures in 
clinical domains.
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Notes

1. Note that inferential models—as a class of models—do not 
necessarily postulate that inferences are based on predictive 
processing. We do, however, add this assumption to our own 
account because it adds precision and leads to many novel 
predictions.

2. Note that automatic response tendencies often do not logically 
relate to the pathological behaviors under investigation in cog-
nitive bias modification research (Snelleman, Schoenmakers, 
& de Mheen, 2015; Spruyt et al., 2013) which contrasts with 
predictions of association formation accounts. In contrast to 
these accounts, our inferential account does not assume that 
the action tendencies produce the unwanted behavior. Rather, 
action tendencies (i.e., fast responses in an approach-avoid-
ance measurement tasks) might be determined by the speed 
of predictions of stimulus-based actions. This can be based on 
learned contingencies in Step 1 of the process chain or other 
learned information (e.g., “I’m required to avoid alcohol”) and 
should not directly cause the unwanted behavior.
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